
AI-enhanced disinformation was predicted to wreak havoc on elections around 
the world in 2024. However, the real negative effect of AI seems to have been 
limited. Several factors can explain why AI disinformation mostly fell flat, but they 
should not give rise to complacency. Technological and societal trends around AI 
indicate that greater disruptions to democratic processes are on the horizon.

The “super election year” 2024, with votes being cast 
in more than 60 countries accounting for over half the 
world’s population, has coincided with a massive hype 
around generative artificial intelligence (GenAI).1 Cutting-
edge GenAI text, audio, images, and video can now seem 
indistinguishable from genuine, human-made content. 
Observers around the world have been sounding the alarm 
about how such convincing AI content could supercharge 
disinformation campaigns. Acute geopolitical tensions 
and intensified cooperation between authoritarian disin-
formation agents are heightening these fears.2 So is pola-
rization within democratic societies. Against this back-
drop, the prospect of AI being used to influence voting 
outcomes prompted some to declare an “AI election year.”3 

With most of this year’s votes cast, however, the dreaded 
“atomic bomb”4 of AI disinformation has not (yet) deto-
nated. While various examples of AI-generated content 
surfaced during elections, these appear not to have 
significantly impacted election campaigns or outcomes 
so far. The reason for the limited negative impact of AI 
is likely a combination of policy guardrails and industry 
norms around uses of AI, voter skepticism, and techno-
logical shortcomings. Yet, complacency is not called for. 
AI technology and disinformation tactics are continually 
evolving, and at least three trends indicate that “peak 
AI” for disrupting democratic processes is yet to come: 
More persuasive AI tools are being developed, AI content 
is becoming more pervasive, and public disengagement 
with political information is growing. Governments and 

tech companies therefore must continue developing 
policy and technological solutions, while civil society 
plays a critical role in strengthening resilience to  
disinformation in general.

Supercharged: The AI-Disinformation Nexus 
Applying AI to disinformation operations can enhance 
their scale and sophistication. Disinformation campaigns 
can be dissected into three elements: actors, behaviors, 
and content. All three are impacted by advances in AI. 
Until recently, actors propagating disinformation needed 
access to and proficiency with software for tampering with 
image or audio material, as well as knowledge of their target 
audience’s language. AI tools lower this skill and resource 
threshold, enabling more potential actors to generate  
more convincing deceptions.5 At the same time, AI has 
revolutionized their behaviors for disseminating disinfor- 
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mation: Prior to AI, actors commonly programmed vast 
networks of bot accounts whose automated behavior was 
often easy to detect. AI-powered bot armies are cheaper to 
run and less conspicuous. AI also helps embed the content 
posted by these bots. Seemingly authentic news websites, 
populated with innocuous AI-written articles, camouflage 
deceptive stories to lend them the veneer of credibility.6 
This AI-enabled “seeding” and “spreading” has become 
more difficult to detect than previous tactics.7 Finally, 
disinformation content itself appears more convincing 
as AI can generate deceptively realistic visuals or audio, 
which are referred to as “deepfakes.” A particularly insi-
dious example is AI-generated non-consensual sexually 
explicit pictures and videos of women, which indeed  
make up an estimated 90 percent of all deepfakes.8 Disin-
formation actors increasingly use these fakes to harass 
and push women and members of vulnerable groups out 
of political and public life.9 Given the comprehensive 
potential for AI to enhance the potency of disinformation 
campaigns, policy-makers are thus rightly alarmed.

Artificial Hype? Use of AI-Generated Content in 
2024 Elections
The “super election year” has put the issue of AI- 
enhanced disinformation operations in even sharper 
focus. Polling in the G7 countries, Brazil, China, India, 
and South Africa for the Munich Security Index 2024 
showed public risk perception of “disinformation cam- 
paigns by enemies” and “artificial intelligence” rising 
steeply.10 The World Economic Forum ranked “AI-gene-
rated misinformation and disinformation” as the second 
most likely risk to cause a “crisis on a global scale” in 
2024.11 In each of the 16 countries surveyed in a UNESCO 
poll in 2023, from Colombia to South Korea, majorities 
expressed worry about the use of AI to spread disinforma-
tion.12 Consequently, many policy-makers, especially in 
Europe and the US, described in stark terms the election- 
disrupting threat of AI-enabled disinformation, with EU 
Commission Vice President Věra Jourová likening it to an 
“atomic bomb.”13 Tech sector leaders, too, have expressed 
concern that their AI could indeed “sway elections.”14 

However, through September 2024, AI-enabled tactics 
in disinformation campaigns have been both less prev-
alent and less impactful than widely expected. Perhaps 
the most concerning case came in late 2023 when an 
AI-generated audio surfaced of a supposed phone call 
between a journalist and the leader of the liberal Progres-
sive Slovakia party discussing how to rig the upcoming 
election.15 Progressive Slovakia suffered an upset loss at 
the polls days later, but what role the deepfake incident 
played in that is uncertain. In January 2024, up to 25,000 
New Hampshire voters in the US presidential Democratic 
primary received “robocalls” in which an AI-generated 
voice of President Joseph Biden urged them not to vote.16 

In Taiwan’s January election, deepfake videos promoted 
hoaxes such as a “secret history” of the outgoing leader, 
Tsai Ing-wen. Microsoft termed the China-based opera-

tion its first confirmed use of AI-generated material by 
a nation-state to influence a foreign election.17 Both the 
US and Taiwanese cases heightened AI concerns, but 
the deceptions were quickly uncovered, and attempts to 
debunk them followed suit.18  

Elections in Pakistan, Indonesia, and India featured 
more prolific use of AI: GenAI was used to produce audio 
and video messages from candidates in languages they 
did not speak, from jailed candidates, and even from 
deceased political figures. For the most part, though, the 
generated material was not geared to deceive voters or 
otherwise malicious in nature.19 Malicious AI-powered 
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25, 2021.
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11		 World Economic Forum, “The Global Risks Report 2024,” 
Geneva, January 2024, https://perma.cc/B7VT-FPEQ, 7.

12		 Lucia Mackenzie and Mark Scott, “How People View AI, Disin-
formation and Elections – in Charts,” Politico, April 16, 2024.

13		 Foy, “Why Big Tech and Deepfakes Keep EU Election Guard-
ians Up at Night,” Financial Times.

14		 Dana Rao, “The Launch of the AI Elections Accord at the 
Munich Security Conference 2024,” Munich: Munich Security 
Conference, February 16, 2024, https://perma.cc/Q7DS-CFTP.

15		 Rob Cameron and Ece Goksedef, “Slovakia Elections: Populist 
Party Wins Vote but Needs Allies for Coalition,” BBC, October 1, 
2023; Curt Devine, Donie O’Sullivan, and Sean Lyngaas,  
“A Fake Recording of a Candidate Saying He’d Rigged the  
Election Went Viral. Experts Say It’s Only the Beginning,” 
CNN, February 1, 2024.

16		 Max Matza, “Fake Biden Robocall Tells Voters to Skip New 
Hampshire Primary Election,” BBC, January 23, 2024.

17		 Microsoft, “Same Targets, New Playbooks: East Asia Threat 
Actors Employ Unique Methods,” Redmond, April 4, 2024, 
https://perma.cc/S8H5-6QA7, 6.
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tactics were even less prominent in the French, EU, and 
UK parliamentary elections in June and July. The few 
salient cases included French far-right campaigners 
using some AI-generated images, for instance depicting 
migrants arriving on France’s shores. Similar right-wing 
GenAI imagery was used in the EU elections. In the UK, 
GenAI content only went “viral” in a handful of cases.20 

It is difficult to quantify the effect of disinformation on 
any given election result. When comparing results to 
expected outcomes based on polling data, however, there 
are no clear signs that AI has swung an election to date.21 
Considering this and the limited number of known 
incidents, the impact of AI-enabled disinformation was, 
by all indications, a far cry from the nightmarish predic-
tions for the 2024 election year.

Sigh of Relief: Four Reasons Why AI  
Disinformation Fell Flat 
There are at least four factors that explain why AI tactics 
did not have the expected negative impact. First, the 
issue’s high profile has led to action from both policy-
makers and private companies. In the EU, the Digital 
Services Act already regulates microtargeting and 
deceptive content. The new AI Act created additional 
information integrity requirements for GenAI. In the US, 
several states have bolstered existing campaigning laws 
with specific prohibitions on deepfakes.22 Those involved 
in the New Hampshire robocalls face fines and criminal 
charges, which might deter imitators. Developers of some 
of the most popular GenAI tools have also worked to miti-
gate risks. At the Munich Security Conference 2024, major 
tech companies signed the AI Elections Accord, commit-
ting to combat the use of deceptive AI content.23 Its goals 
include establishing technical safeguards, such as limi-
ting what political or election-related content GenAI can 
put out and ensuring that AI-generated content is labeled 
or watermarked. Early evidence shows these efforts 
remain somewhat piecemeal,24 but they have still likely 
raised the barrier to creating effective AI deceptions.

Second, campaigning industry norms and ethics may 
also be delaying the adoption of deceptive AI tactics. In 
the US, for instance, campaigners have been cautious 
about using GenAI due to potential reputational costs. 
Instead, campaigns have applied AI mostly for data 
analytics and targeting voters.25 

Third, swinging an election with AI disinformation may 
be more difficult than expected due to citizens’ infor-
mation consumption and voting habits. Especially in 
polities with rising polarization, most voters hold firm 
voting preferences regardless of new information, real or 
fabricated. Most disinformation has also been shown to 
reach only a small fraction of voters, and most of those it 
does reach are already highly partisan, not undecided.26 
Publics around the world have also grown wary of AI- 
generated political content. In a US survey, over half 

of respondents familiar with ChatGPT said they would 
mistrust election-related information from the chatbot.27 
It is true that citizens’ ability to discern online false-
hoods, including AI-generated ones, is still relatively low 
and that they tend to overestimate their own ability.28 
Perhaps more importantly, though, citizens have gene-
rally become more skeptical toward any kind of informa-
tion presented to them.29 

Fourth, GenAI technology itself and the tactics of dis- 
information actors may just not have been ripe for the  
“AI election” moment in 2024. Across this year’s elections 
so far, the lion’s share of disinformation has been the 
conventional kind, such as misleading edits to genuine 
videos or images. Actors are already highly practiced at 
these methods. So, with AI content quality still having 
room for improvement, the utility of switching to AI 
tactics may not be high enough yet in many cases.30 
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This year, the “atomic bomb” of AI disinformation may 
not have detonated, but the fuse has been lit. Thus, relief 
over a relatively uneventful “AI election year” must not 
lead to complacency. 

No Time for Complacency: Three Trends for AI 
and the Information Space
There is no guarantee that the factors that dampened 
the impact of AI on this year’s elections will hold going 
forward. Indeed, technological and societal developments 
already on the horizon are setting the stage for greater 
AI-fueled disruption. Three trends are especially concer-
ning regarding AI and its potential impact on democracies. 

The first trend is the increasing persuasiveness of AI tools. 
GenAI may not have been sufficiently persuasive to revo-
lutionize disinformation campaigns in 2024, but as tools 
rapidly become more sophisticated, their utility for malign 
actors will only increase. While GenAI disinformation has 
so far come chiefly in the form of audio and visual content, 
tools like chatbots, including so-called AI companions, 
may have a greater impact going forward. Such companion 
bots are designed to emulate human personalities and 
build relationships with their users. This is critical as disin-
formation becomes more persuasive when it comes from 
a trusted messenger.31 Existing chatbots may be capable of 
generating convincing political arguments, yet they lack 
both the capability to personalize their messages and the 
trust of their audiences.32 As companion bots become more 
lifelike and popular, AI-to-human conversation and trust 
may become normalized. As a result, the potential for such 
“AI friends” to act as vectors for misleading information 
will be high. Already, extremists are customizing conver-
sational chatbots to, for instance, deny the holocaust.33 
Weaving disinformation into conversations with an AI that 
otherwise feel deceptively genuine and personal may be 
the dreaded game-changer for AI-powered manipulation. 

The second trend is the growing pervasiveness of  
GenAI content and its impact on the political sphere.  
As GenAI content becomes ubiquitous across all areas 
of society, more political actors may drop their restraint 
in using it for campaigning. Doing so would contribute 
to blurring the line between legitimate political messa-
ging and AI disinformation. This has already begun 
in the so-called Global South, where GenAI was used 
prolifically for “softfakes,” video or audio ads attributing 
language skills or other positive traits to candidates. 
Even when clearly recognizable as AI-generated, soft-
fakes have raised ethics concerns.34 More importantly, 
they could be the start of a slippery slope: When can- 
didate-approved softfakes or AI avatars become the 
norm, it will become more and more difficult to distin-
guish malicious deepfakes from legitimate political 
advertising or satirical content.35 

As AI-generated material that is near-indistinguishable from 
authentic content becomes widespread, so will public skep-
ticism about what can be considered “real.” Actors can make 
use of this skepticism to misrepresent real events as AI fabri-
cations. This is termed the “liar’s dividend.”36 For instance, 
in India, a candidate alleged that an audio clip in which he 
criticized his own party was a deepfake, even when inde-
pendent fact-checkers found that the clip was authentic.37 In 
reverse, the AI liar’s dividend also opens new lines of attack. 
For example, after US President Biden announced that 
he would not stand as a candidate in the 2024 elections, 
false claims circulated that his Oval Office address and 
phone calls to Vice President Kamala Harris’s campaign 
were deepfakes, casting doubts on his health.38 The more 
authentic content and GenAI content exist indistinguisha- 
bly side by side, the harder such claims are to debunk, and 
so, the liar’s dividend grows. The ubiquity of political AI 
content will thus have confusing implications for citizens 
– but also for regulators, AI developers, and social media 
companies working on content moderation.

The third trend is AI contributing to public disengage-
ment with political information and news in general. 
Pervasive AI content is already making it more difficult 
for citizens to sift through information online. The risk, 
then, may be less that citizens are deceived by AI content 
and more that they disengage from the information 
environment altogether. Recently, users across multiple 
social media platforms are complaining of being inun-
dated with AI-generated spam not intended to mislead 
but merely to fish for attention.39 Similarly, the number 
of counterfeit news websites populated exclusively by 
AI-written articles – some innocuous, some deceptive – 
has multiplied over the last year.40 In this context, the 
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material does not need to be deceptively realistic to 
have negative effects. Mediocre AI content is prolifer-
ating around the internet. As it does so, it can feed the 
very data pools used to train new AI models, which has 
sparked worries of a negative feedback loop leading to 
more mistake-prone GenAI tools.41 The risk is that medi-
ocre AI content increasingly diverts attention away from 
high-quality information sources, “muddying” the infor-
mation space. This risk comes at a time when studies 
upon studies show that, around the world, citizens’ trust 
in information sources like traditional media and public 
institutions is in decline and “news avoidance” is on the 
rise.42 An intensifying barrage of untrustworthy or simply 
low-quality information online will thus only make 
citizens more cynical and mistrustful.43 Given the demo-
cratic imperative of a well-informed electorate, citizens’ 
disinterest in seeking out facts and high-quality informa-
tion is a grave risk. 

As technological and societal trends continue, the con- 
ditions for AI disinformation may be vastly different by  
the next major election cycle. This year was likely not  
the culmination of AI disrupting elections but just the 
beginning. Most importantly, these three trends illustrate 
how the impact of AI can go beyond elections to disrupting 
trust in democratic processes and the information  
environment itself. 

Maintaining the Momentum Against  
AI-Enhanced Disinformation
The “super election year” has laser-focused interna-
tional attention on AI’s impact on democratic processes. 
While the nightmare scenarios have not played out 
so far, concerning trends for democracy remain. The 
growing persuasiveness of AI tools, the increasing 
pervasiveness of AI content, and the danger of broader 
public disengagement with political information require 
action by governments, the technology sector, and civil 
society. Relief about the 2024 elections therefore must 
not dampen existing momentum to implement regu-
latory and technological safeguards around AI and to 
strengthen societal resilience against disinformation of 
all kinds. Most of all, AI-proofing democracy will require 
all stakeholders to engage in constant cooperation,  
vigilance, and adaptation.
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https://doi.org/10.1787/76972a4a-en; Nic Newman et al., 
“Digital News Report 2024,” Oxford: Reuters Institute  
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Key Points 

AI exacerbates the threat of disinformation opera-
tions by lowering the entry threshold for actors and 
by giving them more potent tools for creating and 
disseminating deceptive content.

Contrary to predictions that AI disinformation 
would disrupt elections in 2024, however, AI has 
had a negligible impact so far and was used in 
mostly harmless ways.

Reasons for the negligible impact of AI disinforma-
tion include legislation and company self-regulation 
as well as campaigning industry norms around 
using AI, overall trends in information consump-
tion and voting behavior, and technological short-
comings.

This is no reason for complacency, as technological 
and societal trends indicate that AI risks to  
democratic processes will intensify rather than 
subside. The most noteworthy trends include 
advances in persuasive AI tools, increasingly  
pervasive AI content, and growing public disen-
gagement with political information. Governments, 
tech companies, and civil society must be vigilant 
towards these developments.
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